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	Background:
	K-means is one of the simplest unsupervised machine learning algorithms. The algorithm clusters objects based on attributes into k groups. It has a vast amount of applications in many fields. One of the applications of k-means in bioinformatics is the analysis of gene expression data.


	Purpose:  
	The purpose of this lab is to get a basic understanding of k-means clustering and the fundamental notions behind the method.


	Resources:  
	K-Means Tutorial:

http://www.elet.polimi.it/upload/matteucc/Clustering/tutorial_html/kmeans.html 
Use the K-Means Java applet below: http://www.elet.polimi.it/upload/matteucc/Clustering/tutorial_html/AppletKM.html 


	Key Terms:
	· Unsupervised learning
· Clustering
	· Objective function
· Centroid


	Directions:
	Read the tutorial thoroughly. Define each of the key terms and answer the following questions.


	Exercises:


1. Explain briefly what K-means is and how it is or could be used in practice. What are the disadvantages?

2. Read the K-means tutorial in the resources and then run an arbitrary simulation. Explain what is happening? What specific things do you notice?

3. What happens when you add more clusters? How about more data? 

4. Now run an arbitrary simulation with the default values of data=100 and clusters=3. What do you notice when you change the metric from Euclidean to Manhattan? If you do not notice anything, what would you expect?

5. Change the metric back to Euclidean and click the run button. Now try moving clusters or data around until you notice a change or get a feel for it. Explain what you see when you do this, and what do you think is happening in terms of what you learned in the tutorial?
6. Now after you have a feel for K-Means: Use JAVA or Matlab to implement the K-Means algorithm. Paste the code below.

7. Find a data set to run on the K-Means algorithm. It is best if you know beforehand the number of clusters or groups you expect in the data.

8. Write-up a report indicating your findings. Be very detailed.
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